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مقاله پژوهشي

  ويديو يبند طبقه يبلندمدت برا قيعم يها يژگياستخراج و
  يدانيجاو يعل و يدانيجاو مايش ،ياصل يعباس همدون

  
در اين مقاله، رويكردي نوين براي شناسايي كنش هاي در حال انجام  :دهيكچ

هاي تمركز اصلي بر استخراج ويژگي. شودشده ارائه ميبندياز ويديوهاي بخش
بدين منظور، ابتدا . بندي موثر آنها استندمدت از ويديوها به منظور طبقهبل

هاي متوالي محاسبه و با يك شبكه عصبي تصاوير جريان نوري ميان فريم
براي كاهش پيچيدگي فضاي . شوندديده توصيف ميكانولوشني از پيش آموزش

بردارهاي بر روي  PCAسازي يادگيري مدل زماني، كاهش بعد ويژگي و ساده
سپس به منظور پالايش ورودي، يك ماژول . گرددتوصيفي جريان نوري اعمال مي

در هر گام زماني  PCAتوجه كانالي سبك وزن بر بردارهاي كم بعد حاصل از 
. هاي كم اثر تضعيف شوندهاي اطلاعاتي تقويت و مولفهشود تا مولفهاعمال مي

شوند شده و در راستاي زمان دنبال ميراستا در ادامه، توصيفگرهاي هر ويديو هم
اي  دو لايه پشته LSTMهاي بلندمدت با آموزش يك شبكه و استخراج ويژگي

، يك ماژول توجه زماني به عنوان تجميع آگاه به LSTMپس از . پذيرد انجام مي
هاي زماني، لحظات  شود تا با وزن دهي داده محور به گام زمان به كار گرفته مي

نتايج . بندي بسازد را برجسته كرده و يك بردار منسجم براي طبقهرسان اطلاع
به همراه توجه كانالي و توجه زماني ضمن  PCAدهد كه تركيب تجربي نشان مي

 بندي را در هر دو مجموعه داده عموميحفظ سبك وزني مدل، دقت طبقه
11UCF   وjHMDB هاي مرجع و عملكرد بهتري نسبت به روش بخشدبهبود مي

در قابل  به صورت دسترسي بازمقاله،  نيامورد استفاده در كد . كند ارائه مي
  .استدسترس

  
 ق،يعم يريادگي ،يكنش انسان ييشناسا و،يديو يبند طبقه :دواژهيكل
بلند و  ي حافظه ،يبازگشت يعصب يها شبكه ،يكانولوشن يعصب يها شبكه
  .)LSTM(مدت   كوتاه

  قدمهم - 1
اي است  هاي پژوهشي در زمينه چندرسانه تحليل ويديو يكي از حوزه

هاي  در سال ].2[و  ]1[ كه اخيرا دچار تحولات چشمگيري شده است
ها و رويدادهاي جاري  هاي بسياري با هدف شناسايي فعاليت اخير، پژوهش

 1هاي عصبي كانولوشني شبكه ].4[و  ]3[اند  در ويديوها انجام شده
(CNN) هاي بزرگ، در  داده ري از مجموعهگي ها و بهره با يادگيري ويژگي

اند نتايجي برتر نسبت  بسياري از كاربردهاي حوزه بينايي ماشين توانسته
با اين حال، با وجود انجام . دست آورند گرهاي دستي به به توصيف

 .اند ها موفق نبوده نسبت به ساير زمينه هاي متعدد بر روي ويديوها آزمايش
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1. Convolutional Neural Network 

هاي ذاتي ويديوها نسبت به تصاوير  يژگيتواند ناشي از و اين موضوع مي
براي نمونه، تفاوت در طول ويديوها يك چالش مهم محسوب . باشد
هاي  زيرا يك كنش مشخص ممكن است در ويديوهايي با طول. شود مي

عوامل ديگر مانند تغييرات شديد در حركات دوربين و . متفاوت ظاهر شود
. توانند نقش داشته باشند ميزمينه نيز  حضور اجسام متحرك متعدد در پس

بندي  به دليل اين گونه تغييرات، دستيابي به مدلي مقاوم براي طبقه
  .رسد هاي مختلف در ويديوها نسبتاً دشوار به نظر مي فعاليت

هاي متفاوت  بندي ويديوهايي با طول اين مقاله روشي نوين براي طبقه
هاي بلندمدت موجود  گيري از وابستگي ي اصلي، بهره ايده. كند معرفي مي
. هاي موجود در ويديو هستند هاي زماني است كه نمايانگر حركت در سري

ها نيز به  ها، فضاي ويژگي اين در حالي است كه با كاهش تعداد كانال
براي تحقق اين هدف، الگوريتم مؤثر كاهش . شود شكلي مؤثر حفظ مي

شود تا فضاي  كار گرفته مي به )(PCA 2هاي اصلي بعد تحليل مولفه
محور به فضايي با ابعاد كمتر ولي با حفظ انرژي كافي از  ويژگي فريم

هاي بلندمدت، از  منظور يافتن ويژگي به. فضاي اصلي تبديل شود
هاي زماني  بندي سري براي يادگيري الگوها و طبقه LSTM 3هاي شبكه
 سازي روش پيشنهادي بر روي دو با پياده. شود شده استفاده مي حاصل

نشان داده شده است كه  jHMDB و 11UCF داده عمومي مجموعه
نماي . هاي پيشرفته موجود دست يافت توان به نتايجي در سطح روش مي

  .قابل مشاهده است 1روش پيشنهادي در شكل  4يكلي خط لوله
، 2در بخش : صورت زير تنظيم شده است ساختار ادامه مقاله به

در . گردد ها ارائه مي حوزه و تحليل آنهاي پيشين مرتبط با اين  پژوهش
صورت كامل توضيح داده  ، روش پيشنهادي و تئوري پشت آن به3بخش 

سازي و ارزيابي روش ما در مقايسه با ساير  جزئيات پياده. شود مي
 .گيرند مورد بحث قرار مي 4رويكردها نيز در بخش 

 مرتبط هاي پژوهش - 2

 5هاي مؤثر فضازماني ج ويژگيطور كلي، كليد تحليل ويديوها استخرا به
هاي  براي يادگيري ويژگي) CNN(هاي عصبي كانولوشني  شبكه. است

اند و به  گرهاي دستي طراحي شده متمايزتر نسبت به توصيف 6فضايي
با اين حال، استفاده از . دست آورند اند نتايج بهتري به همين دليل توانسته

هاي كانولوشني  ني در شبكهها براي ويديوها و درنظرگرفتن بعد زما آن
  ].8[تا  ]5[ برانگيز باشد تواند چالش دوبعدي مي

  

 

2. Principal Component Analysis 

3. Long Short-Term Memory 

4. Pipeline 

5. Spatio-Temporal 

6. Spatial 
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  .يشنهاديروش پ يكل ي خط لوله  :1شكل 

  
را براي  1هاي مختلف تركيب اطلاعات هاي متعددي روش پژوهش

براي نمونه، كارپاثي . اند هاي زماني از ويديو بررسي كرده استخراج ويژگي
ي چند  ها با تغذيه يب معرفي كردند كه در آنو همكاران چهار روش ترك

چندكاناله، تلاش كردند روابط زماني بين  CNNفريم از ويديو به يك 
همچنين نگ و همكاران دو روش تجميع  ].8[ها را شناسايي كنند  فريم

دهد كه به دليل تعداد زياد  نتايج نشان مي ].9[ديگر به اين كار افزودند 
هاي  ها آموخته شوند، معماري هاي آن ر مدلپارامترهايي كه بايد د

. هاي فضازماني مؤثري را استخراج كنند شان نتوانستند ويژگي پيشنهادي
مسيره پيشنهاد دادند كه تلاش  ي دو زيسرمن و همكارانش يك شبكه

طور مستقل، مشابه سيستم بينايي  هاي فضايي و زماني را به داشت ويژگي
ي خود را با بررسي  ها در ادامه، مدل پايه آن ].6[انسان، شناسايي كند 

ي دومسيره بهبود  هاي متفاوت شبكه هاي تركيب مختلف در بخش روش
. ها كمبود داده براي آموزش مدل بود هاي آن يكي از چالش ].10[دادند 

هاي ورودي به مدل را محدود  ها تعداد فريم براي غلبه بر اين مشكل، آن
شود؛ زيرا  ي روششان محسوب مي مدهكردند كه يكي از نقاط ضعف ع

طور مشابه، در  به. طور كامل تحليل كنند نتوانستند كل ويديو را به
صورت جداگانه استخراج  پژوهشي ديگر، اطلاعات ظاهري و حركتي به
بيني برچسب ويديو تلفيق  شده و در نهايت دو توزيع احتمالاتي براي پيش

   ].11[ شدند
صورت مؤثرتري  واند اطلاعات زماني را بهبت CNNي  براي اينكه شبكه

بعدي گسترش  استخراج كند، عمليات كانولوشن و تجميع دوبعدي به سه
بعدي نيز براي  با اين حال، عملگرهاي كانولوشن سه ].13[ و ]12[يافت 

دليل پيچيدگي و  به. هاي بزرگ نياز دارند داده آموزش مناسب به مجموعه
، اين مدل حتي بر روي D3Cهاي  دشواري در آموزش شبكه

همچنين از . چالش نيز عملكرد مناسبي ندارد هاي كم داده مجموعه
هاي انسان نيز استفاده شده است  براي شناسايي كنش 2FCNهاي  شبكه

 

1. Information Fusion 

2. Fully Convolutional Networks 

اجرا شوند؛ چرا كه  3صورت آني توانند به هاي يادشده نمي اكثر روش ].14[
هاي شناسايي كنش  تميكي از سيس. به محاسبات بسيار زيادي نياز دارند

همچنين، در روشي ديگر   ].15[آني توسط ليو و همكاران طراحي شد 
گيري  جاي جريان نوري و بهره كردن بردارهاي حركتي به با جايگزين ]16[

هاي گرافيكي قدرتمند، توانستند بدون افت دقت، عملكردي  از كارت
 .بلادرنگ ارائه دهند

توجه ) RNN( 4بازگشتيهاي عصبي  هاي اخير، شبكه در سال
هاي  جا كه شبكه از آن.  ]21[تا  ]17[اند  پژوهشگران را به خود جلب كرده

LSTM شوند، در اين  با مشكل ناپديدشدن يا انفجار گراديان مواجه نمي
ي عميقي كه در  شبكه. اند هاي متعددي قرار گرفته زمينه مورد آزمايش

براي يادگيري  LSTMاي  ي پشته معرفي شده، از پنج لايه ]9[پژوهش 
. برد شخص بهره مي بندي ويديوهاي سوم هاي زماني مؤثر در طبقه ويژگي

هاي مختلف ويديو در  همچنين، فيلترهاي توجه براي تمركز بر بخش
و ليو و  ]22[پيرِجيواني و همكاران . راستاي بعد زماني سودمند هستند

رهاي توجه زماني ها تلاش كردند تا فيلتLSTMبا كمك  ]16[همكاران 
شخص بياموزند و نتايجي برتر نسبت  شخص و سوم را براي ويديوهاي اول

براين، با توجه به  علاوه. شده كسب كردند تعريف هاي ازپيش به ويژگي
، -152ResNet نظير  5مانده هاي كانولوشني باقي شبكه  نتايج اميدواركننده

مورد استفاده قرار مانده نيز در اين حوزه  هاي بازگشتي باقي ، شبكه
هاي سنتي ارائه  اند نتايج بهتري نسبت به روش و توانسته ]21[اند  گرفته
هاي اخير، چارچوبي مبتني بر تركيب عميق  در يكي از پژوهش. دهند

هاي مختلف از نگاشت  چندمسيره معرفي شده است كه با دريافت لايه
ي  و تغذيه ديده آموزش هاي ازپيش CNNشده از  هاي يادگرفته ويژگي

هاي  داده اي بر روي مجموعه ، توانسته نتايج پيشرفتهLSTMها به  آن
 .]23[ دست آورد كوچك به

ي نظارت تصويري صنعتي، اولا و  در يك پژوهش اخير در حوزه
هاي  گيري از ويژگي هاي مهم را با بهره ابتدا فريم .]24[همكاران 

هاي زمانيِ  ژگيسپس وي. كند انتخاب مي CNNي مبتني بر  برجسته
استخراج و در  2FlowNetهاي كانولوشنيِ  كمك لايه جريان نوري را به

در خط پژوهشي . كند سازي مي چندلايه مدل LSTMنهايت با يك 
چارچوبي فشرده براي بازشناسي كنش  ]25[و همكاران  جنديگري، 

و جريان نوري در  RGBكنند كه در آن همجوشي دووجهيِ  معرفي مي
ي  با تجزيه LSTMشود و سپس  هاي زماني انجام مي يسطح ويژگ

ي محاسباتي و تعداد پارامترها  گردد تا هزينه سازي مي تنسوري فشرده
و  LSTMهاي  سازي وزن بر فشرده ]25[تمركز اصلي . كاهش يابد

 .سازي كارآمد بر روي دستگاه نهايي است پياده
يه دارند، تك LSTMنيز بر جريان نوري و  ]25[و  ]24[هر چند 

ي انتخاب فريم و استخراج  مرحله ]24[در : هاي كليدي وجود دارد تفاوت
هاي توجه صريح  شود اما مكانيزم ويژگي مبتني بر جريان نوري انجام مي

و  LSTMهاي  سازي وزن تمركز بر فشرده ]25[در . كار نرفته است به
وجهي و  در مقابل، رويكرد حاضر تك. است RGB+Flowهمجوشي 

سازي را پيش از مدل زماني و در  تني بر جريان نوري بوده و فشردهمب
به   1024كاهش بعد از (دهد  انجام مي PCAبا  LSTMورودي 
d  پيش از (وزنِ توجه كانالي  ، سپس با افزودن دو ماژول سبك)50
LSTM ( زماني و توجه) پس ازLSTM (شود و  هم ورودي پالايش مي

 

3. Real-Time 

4. Recurrent Neural Networks 

5. Residual CNNs 
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كاري  نياز از دست اين طراحي، بي. گيرد زمان شكل مي به م تجميع آگاهه
در قسمت . دارد ي محاسباتي را اندك نگاه مي ، هزينهLSTMمعماري 

  .تحليل پيچيدگي، مفصلاً به اين موضوع پرداخته شده است
ي شناسايي  اي متفاوت به مسئله هركدام از زاويه ]30[تا  ]26[مطالعات 

، حسن و ]26[در پژوهش . اند و مكمل يكديگرند پرداختهكنش در ويديو 
ها در ويديوها معرفي  همكاران چارچوبي براي يادگيري افزايشي فعاليت

صورت  ها، مدل را به گذاري كامل داده كردند كه بدون نياز به برچسب
كند و با كمك يادگيري فعال، عملكردي نزديك  روزرساني مي پيوسته به
سينبيس و  -در ادامه، ايكيزلر. ديده دارد آموزش هاي ازپيش به مدل

هاي چندگانه از شيء، صحنه و انسان  با تركيب ويژگي ]27[همكاران در 
هاي چندگانه، نشان دادند كه اطلاعات  در قالب چارچوب يادگيري نمونه

ونگ و . هاي بدني در تشخيص كنش باشد تواند مكمل داده اي مي زمينه
هاي حركتي  ويژگي 1معرفي روش مسيرهاي متراكمبا  ]28[ همكاران در 

متوالي با استفاده از جريان نوري متراكم استخراج كردند و  2هاي را از قاب
هاي  گر در ويديوهاي واقعي نسبت به روش نشان دادند كه اين توصيف

، شرما و همكاران مدل توجه نرم ]29[در پژوهش . تر است قبلي مقاوم
هاي مهم ويديو توسعه  تمركز خودكار بر بخش را براي LSTMمبتني بر 

بندي را با دقت بالاتري  مكاني، طبقه -دادند كه با يادگيري توجه زماني
گيري از  با بهره ]30[در نهايت، چو و همكاران در . دهد انجام مي

جاي حركات كلي، مدلي مقاوم در  و تمركز بر حركات محلي به 3تنكي گروه
ي شلوغ ارائه كردند كه با تركيب  زمينه برابر حركت دوربين و پس

هاي  داده گرهاي حركتي موضعي و كلي، توانست در مجموعه توصيف
 .هاي موجود به دست آورد مرجع عملكرد بهتري از روش

ها و  به بررسي ابعاد گوناگون بازنمايي ويژگي ]37[تا  ]31[ مطالعات
در . پردازند مراتبي در بازشناسي كنش مي يادگيري ساختارهاي سلسله

هاي حاصل از  و همكاران نشان دادند كه ويژگيhروانبخش، ]31[ پژوهش
كه صرفاً بر اساس تصاوير آموزش  CNNهاي  در شبكهfc 7ي  لايه
رو ساختاري  اين اند، براي تشخيص كنش كافي نيستند؛ از ديده

ها پيشنهاد  مراتبي براي نمايش تغييرات زماني و استخراج زيركنش سلسله
تر حركات جزئي را  دند كه در سطوح بالاتر توالي كلي و در سطوح پايينكر

روشي سبك و كارا  ]32[ و همكاران در جاويداني در ادامه،. كند مدل مي
ي جريان نوري و  شخص ارائه دادند كه با محاسبه براي ويديوهاي سوم

ي ويديو را به يك سري زماني  ، دادهPCAها توسط  سازي ويژگي فشرده
بعدي بر روي بعد  ي كانولوشني يك دكاناله تبديل كرده و با شبكهچن

دهند؛ اين روش با كاهش چشمگير پارامترهاي آموزشي،  زماني آموزش مي
و همكاران لو . هاي اندك را فراهم كرده است امكان يادگيري روي داده

مراتبي، سازگاري  نيز با استفاده از مدل تصادفي ماركوف سلسله ]33[ در
ها  تر كنش بندي دقيق ها را در سطوح مختلف براي بخش پروكسلسو

  . تضمين كردند
هاي  و همكاران با الهام از موفقيت گيوكساري ،]34[ در پژوهش

را معرفي كردند  Action Tubeتشخيص شيء در تصاوير دوبعدي، مدل 
ها در طول  كه با استخراج نواحي پيشنهادي مبتني بر حركت و اتصال آن

و  پنگ .سازد زماني كنش را ممكن مي -آشكارسازي مكانيزمان، 
 Bag ofاي جامع پيرامون مدل  ي مطالعه با ارائه ]35[ همكاران در

Visual Words (BoVW) ،تأثير مراحل مختلف شامل استخراج ،
 

1. Dense Trajectories 

2. Frames 

3. Group Sparsity 

ها را تحليل و در نهايت نمايش تركيبي  كدگذاري، و همجوشي ويژگي
ي  با ارائه) و همكاران ژوانگ( ]36[ ي مقاله. مؤثري پيشنهاد كردند

هاي موجود، نشان  و تحليل سيستماتيك روش J-HMDBي  داده مجموعه
در طول زمان نقش كليدي در بهبود  4هاي وضعيت بدن داد كه ويژگي

هاي جريان نوري و تشخيص انسان بايد  ي الگوريتم دقت دارند و توسعه
با معرفي بردارهاي فيشر  ]37[ و همكاران در پنگنهايتاً، . اولويت يابد

اي از كدگذاري فيشر را ارائه دادند كه قادر است  اي ساختار چندلايه پشته
  .هاي مجزا حفظ كند اطلاعات سطح مياني را بدون نياز به استخراج بخش

  پيشنهادي  روش - 3
  کلی چارچوب ٣-١

نوري ميان  ابتدا جريان: آمده است 2نماي كلي روش در شكل 
از پيش  CNN شود و تصاوير حاصل به يك حاسبه ميهاي متوالي م فريم

nبه عنوان بردار ويژگي FC شوند تا خروجي آموزش ديده داده مي بعدي  
درصد  80با حفظ حدود   PCAبراي كاهش پيچيدگي، . استخراج شود

d بعد واريانس، بعد ويژگي را به فضاي كم كاهش ) 50ديك به نز( 
پيش از مدل زماني، يك توجه كانالي سبك وزن بر بردارهاي . دهد مي
هاي كم اثر  هاي مفيد تقويت و مولفه شود تا مولفه بعد اعمال مي كم

دو لايه  LSTM سپس سري زماني پالايش شده به يك. تضعيف شوند
پس . هاي بلندمدت آموخته گردد شود تا وابستگي اي داده ميپشته

رود و در  ، توجه زماني براي تجميع آگاه به زمان به كار ميLSTMزا
 .شود بيني مي بندي ارسال و برچسب كنش پيشنهايت بردار به طبقه

  ینور انيجر ی محاسبه ٣-٢

جريان نوري معمولاً براي توصيف حركت موجود بين دو فريم مجاور 
آن، اشياي ثابت از گيري از  با بهره. گيرد در ويديو مورد استفاده قرار مي
طور  به همين دليل، اين تكنيك به. متحرك قابل تشخيص هستند

با اين حال، . شود كار گرفته مي اي در مسائل تحليل ويديو به گسترده
خوبي عمل  محدوديت مهم آن اين است كه تنها در فواصل زماني كوتاه به

ركتي ويديو، ي ح در اين پژوهش، با توجه به تمركز اصلي بر جنبه. كند مي
هاي متوالي براي تمامي ويديوها در گام  تصاوير جريان نوري بين فريم

 .شوند اول محاسبه مي

  ینور انيجر ی محاسبه ٣-٣

براي . هاي مختلفي براي توصيف تصاوير جريان نوري وجود دارد روش
اما . مفيد هستند SIFT و HOG گرهاي دستي مانند اين منظور، توصيف

. ديده است هاي كانولوشني از پيش آموزش ستفاده از شبكهي بهتر، ا گزينه
هاي بزرگ تصويري آموزش  داده تر بر روي مجموعه ها پيش اين شبكه

ي  گرهاي دستي، نتايج بهتري در حوزه اند و در مقايسه با توصيف ديده
 CNN تنها نياز به آموزش با اين روش، نه. اند شناسايي تصاوير ارائه داده

رود، بلكه يك بازنمايي قدرتمند نيز  بر است از بين مي زمانكه فرآيندي 
هاي  ي تصاوير جريان نوري به شبكه بنابراين، با تغذيه. شود حاصل مي

ي  هاي ويژگي سطح بالا از لايه ديده، نگاشت كانولوشني از پيش آموزش
nعنوان بردارهاي توصيفي كاملاً متصل پاياني به دي استخراج بع 

 .گردند مي
  

 

4. Pose 
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. شوند ديده توصيف مي ي عصبي كانولوشني از پيش آموزش هاي مجاور محاسبه شده و توسط يك شبكه تصاوير جريان نوري بين فريم. ساختار دقيق چارچوب پيشنهادي:  2شكل 

شوند تا الگوهاي بلندمدت شناسايي  داده مي LSTM ي به شبكه ،ي حاصل هاي زماني چندكاناله سري. تر گردد بند ساده ي يادگيري طبقه شود تا مرحله اجرا مي PCA الگوريتم كاهش بعد
  .صورت مؤثر انجام گيرد ها به بندي آن شده و طبقه

  
 های اصلی تحليل مولفه ٣-٣

هاي كانولوشني معمولاً  ي كاملاً متصل پاياني شبكه تعداد ابعاد در لايه
مدت  دليل نمايش حركت كوتاه نوري بههمچنين، تصاوير جريان . بالا است

اين امر منجر به . هم هستند ها، بسيار شبيه به و عدم حضور اشياء در آن
كردن  لذا، دنبال. شود هاي پرتراكم و همبسته در فضاي با ابعاد بالا مي داده
. ها در طول زمان و يادگيري الگوها در چنين فضايي نسبتاً دشوار است آن

تر كردن فرآيندهاي بعدي، از الگوريتم  ابعاد و سادهبراي كاهش تعداد 
 .شود استفاده مي) PCA(هاي اصلي  ساده و مؤثر كاهش بعد تحليل مولفه

ها بر  يابد كه با افكندن داده هاي اصلي، محورهايي را مي تحليل مؤلفه
ي  اين كار از طريق محاسبه. شود ها، واريانس بيشينه حاصل مي روي آن

ي متناظر  بردار ويژه. گردد ي ماتريس كوواريانس ممكن مي بردارهاي ويژه
كند كه در  ها را به فضايي جديد نگاشت مي ترين مقدار ويژه، داده با بزرگ
اين روند براي دومين مقدار ويژه و . شود ترين تغييرات حفظ مي آن بيش

   .همين ترتيب ادامه دارد به
  شود به صورت زير تعريف ميW بر بردار Xنگاشت

TZ W X  )1(  

Z طوري كه واريانس است بهW هدف كلي يافتن   .بيشينه شود 
     Var Var T T TZ W X E W X W    

  

2  )2(  

  يدآ دست مي ي زير به ، رابطه)2(سازي  با ساده
Var( ) ( )( )  T T TZ W E X X W W W    

    )3(  

  كه در آن
  ( )(a )V r TX E X X    

     )4(  

||تحت شرط Z سازي واريانس براي بيشينه ||W  توان از تابع  ، مي1
 لاگرانژ با پارامتر   شود ميصورت زير نوشته  استفاده كرد كه به 

( , ) ( )T TL W W W W W    1 1 1 1 1  )5(  

را صفر قرار W براي يافتن ماكزيمم، مشتق تابع بالا نسبت به
  شود ي زير مي دهيم كه منجر به رابطه مي

W W 1 1  )6(  

Wدر نتيجه،   ي اول ماتريس بردار ويژه 1 است كه مربوط به  
ساير بردارهاي ويژه همانند قبل محاسبه . باشد ترين مقدار ويژه مي بزرگ
 .شوند مي

ها در  ي آن گرهاي تمامي تصاوير جريان نوري با ضرب ساده توصيف
nشده از فضاي ي يافت بردارهاي ويژه بعدي به فضاي جديد منتقل   

صورت  اي كليدي است كه به در اين ميان، نسبت واريانس نكته. شوند مي
ي بعدي كافي  در نظر گرفته شده و براي پيشبرد ايده 8/0تجربي برابر با 

n در نتيجه، تمامي بردارهاي توصيفي. رسد نظر مي به بعدي به  
mفضاي m شوند، كه ميبعدي تبديل    تعداد ابعادي است كه براي  
 .درصد از اطلاعات اصلي كافي است 80حفظ 

 مکانيزم توجه کانالی ٣-۴

 هاي بردارهاي ويژگيِ حاصل از دهيِ تطبيقي به مؤلفه اين ماژول وزن

PCA  هاي اطلاعاتي تقويت و  در هر گام زماني را بر عهده دارد تا مؤلفه
بعد،  فرض كنيد پس از كاهش. پوشان تضعيف شوند اثر يا هم هاي كم مؤلفه

d، بردار ويژگي t در هر گام زماني
tx   در اختيار داريم كه در

d سازي حاضر پياده  ايده مكانيزم توجه . است) PoV=  8/0براي ( 50
يك  tx، براي هر LSTMانالي آن است كه پيش از ورود توالي به ك

وزن اعمال شود تا نسبت به محتواي همان گام،  سبك گيت كاناليِ
سازيِ توجه كانالي از  براي پياده .تر كند هاي با ارزشِ بيشتر را پررنگ مؤلفه

 txاين شبكه ابتدا . يمكن استفاده مي افزايشي -يك شبكه كوچك كاهشي
كند و سپس با استفاده از يك  بعد فرافكني مي را به يك فضاي ميانيِ كم

) 0،1(نگاشت افزايشي و تابع سيگموئيد، يك ماسك كانالي در بازه 
 است txشده از  خروجي، نسخه گيت. سازد مي

 ReLUt ts W x b 1 1  )7(  

 t tm W s b 2 2  )8(  

t t tx m x    )9(  

تر  كوچك cr. مؤلفه است به ضرب مؤلفه تابع سيگمويد و  در اينجا 
b1،W(پارامترهاي ). cr=8براي نمونه (شود  مي در نظر گرفته dاز  1 ،
b2،W ها از يك  يعني براي تمام گام. در طول زمان مشترك هستند) 2

نقش اهميت كانالي را بازي   tm بردار .شود مجموعه پارامتر استفاده مي
  تر هستند، مرتبطبندي  ي طبقه كه با وظيفه tx هايي از مؤلفه: كند مي
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) شود شده استفاده مي هاي زماني حاصل بندي سري اي براي طبقه ي پشته چندكاناله LSTM معماري:  3شكل  )T i i مقدار سري زماني چندكاناله را در گام زماني.  ام  

  .دهد نمايش مي
  

در مقابل، . شوند كنند و تقويت مي دريافت مي tmتري در  مقادير بزرگ
 پس از dجا كه از آن. گردند طور تطبيقي تضعيف مي هاي نويزي به مؤلفه

PCA  كوچك است، اين پالايش كانالي با هزينه بسيار اندك انجام
  .سپارد شود و ورودي تميزتري را به بلوك زماني مي مي

  های زمانی ايجاد سری ٣-۵

ي تصاوير جريان نوري  شده گرهاي نگاشته راستا كردن توصيف هم
تعداد . شود جاد يك ماتريس ميمتوالي در كنار يكديگر، منجر به اي

m سطرهاي اين ماتريس برابر هاي  ها وابسته به تعداد فريم و تعداد ستون 
واضح . توان به اين ماتريس از ديدگاهي ديگر نگريست مي. هر ويديو است

است كه هر سطر از يك ويژگي خاص نشأت گرفته و در طول زمان در 
nاي از بنابراين، مجموعه. شود هاي ماتريس پيگيري مي امتداد ستون  

آيد كه هر كدام نمايانگر حركت يك ويژگي ويديو  دست مي سري زماني به
هاي زماني بر اساس برچسب  هستند و مسئله آن است كه اين سري

  .بندي شوند شان طبقه واقعي
 LSTMفاده از های زمانی با است بندی سری طبقه ٣-۶

هاي عصبي بازگشتي قادر به استخراج الگوهاي متمايز از  شبكه
ها مشكل  هاي آن با اين حال، يكي از ضعف. هاي ترتيبي هستند داده

هاي بازگشتي است  اي از شبكه نسخه LSTM. ناپديدشدن گراديان است
ت ها براي استخراج الگوهاي بلندمد لذا، آن. برد كه از اين مشكل رنج نمي

بسيار  1انتشار خطا ي پس هاي ترتيبي با كمك الگوريتم ساده از داده
هاي  در چارچوب ما براي يادگيري الگوهاي بلندمدت از سري. اند مناسب

. استفاده شده است LSTM شده، از معماري عميق زماني حركتيِ حاصل
طوري  ساخته شده است، به LSTM ي كردن دو لايه اين معماري با پشته

ها، يك  پس از اين لايه. ي بعدي است وجي يك لايه، ورودي لايهكه خر
ها قرار گرفته  ي كاملاً متصل با تعداد نورون برابر با تعداد كلاس لايه
ي  ها، يك لايه آوردن احتمال كلاس دست در نهايت، براي به. است

softmax معماري پيشنهادي اين  3شكل . گيرد ها قرار مي روي آن
 .دهد ن ميچارچوب را نشا

هايي  هاي بازگشتي آن است كه با داده ي شبكه يكي از مزاياي برجسته
اين ويژگي مطلوبي است چرا كه . هاي متفاوت سازگار هستند با طول

 

1. Backpropagation 

ها در  LSTMمزيت ديگر . هاي متفاوتي هستند ويديوها داراي تعداد فريم
مراتب  هاي كانولوشني، تعداد پارامترهاي يادگيري به مقايسه با شبكه
بنابراين، قادر هستيم روش پيشنهادي را . دارندها CNNكمتري نسبت به 

اين نكته مزيت . تر نيز ارزيابي كنيم هاي كوچك داده حتي بر روي مجموعه
. است ]D3C ]12 هاي كانولوشني مانند بسيار مهمي در مقايسه با شبكه

بعد  دو بعد فضايي و يك(در سه بعد  D3Cزيرا پارامترهاي يادگيري 
  .شود شود كه سبب ايجاد تعداد بسيار زيادي پارامتر مي تعريف مي) زماني
 مکانيزم توجه زمانی  ٣-٧

براي تمركز تطبيقي بر لحظات مهمِ زماني و ساخت يك بازنمايي 
امتياز هر گام . كنيم ي توجه افزايشي استفاده مي زمان، از يك لايه به آگاه

  شود صورت زير محاسبه مي زماني به
 tanh , , ,t te v Wh b t T   1  )10(  

r,كه در آن  h rW v   و rهاي  وزن. است بعد مياني كوچك
  آيند دست مي به softmaxتوجه زماني با اعمال تابع 

 
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hcبردار   هاي زماني  دار از خروجي وزنصورت ميانگينِ  به
  شود تشكيل مي

T

t t
t

c h


 
1

 )12(  

  شود اعمال مي softmaxبه  بندي جهت طبقه اين بردار سپس
 ˆ, softmaxc cz W c b y z    )13(  

Cكه در آن  h
cW   وC ها است تعداد كلاس.  
افزايش دقت با تمركز بر ) 1: (يت كليدي داردتوجه زماني دو مز

پذيري، از  تبيين) 2(، و )هاي اوج حركت مثلاً فريم(رسان  هاي اطلاع بازه
  .بر حسب زمان tطريق نمايش 
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 11UCF: هداد مختلف دو مجموعه يها نمونه از كلاس يها مياز فر يبرخ  :4شكل 

  ).سمت راست(  jHMDBو ) سمت چپ(
  

 تجربي نتايج - 4

 ها مجموعه داده ۴-١

داده عمومي  هاي روش پيشنهادي بر روي دو مجموعه آزمايش
11UCF  و jHMDB11 ي داده مجموعه. انجام شده استUCF  شامل
ها مانند شيرجه،  هاي مختلف ورزشي انسان بندي كلاس از دسته 11

آوري  سايت يوتيوب جمع ويديوها از وب. ري استسوا واليبال و دوچرخه
نرخ فريم تمامي ويديوها برابر با . است 4Mpeg  ها اند و فرمت آن شده
هاي زياد ناشي از حركت  دليل ناسازگاري به. باشد فريم بر ثانيه مي 97/29

هاي شلوغ،  زمينه دوربين، ظاهر و حالت اجسام و همچنين پس
 .رود شمار مي برانگيز به چالش بسيار 11UCF ي داده مجموعه

 51HMDB ي اي از مجموعه زيرمجموعه jHMDBي  داده مجموعه
ها مانند  ي انسان هاي روزمره ويديوهاي اين مجموعه شامل فعاليت. است
 923در مجموع، . كردن و دويدن هستند زدن مو، پريدن، گلف بازي شانه

تا  15ها بين  كليپ طول اين. اند كلاس توزيع شده 21كليپ ويديويي در 
اولين . باشد مي 11UCFهاي  تر از كليپ فريم است كه بسيار كوتاه 40

بندي متفاوت براي  داده سه تقسيم شده بر روي اين مجموعه پژوهش ارائه
ما نيز از همين . آموزش و آزمون معرفي كرد تا روش خود را ارزيابي كند

هاي  د را با ساير روشالگو پيروي كرديم تا بتوانيم روش پيشنهادي خو
هاي اين دو  هايي از فريم نمونه 4شكل . پيشرفته مقايسه نماييم

  .دهد داده را نشان مي مجموعه
  توصيف تصاوير جريان نوری ۴-٢

از  يكانولوشن يعصب ي از شبكه ،ينور انيجر ريتصاو فيتوص يبرا
 تر شيشبكه پ نيا. استفاده شده است GoogLeNet ي دهيد آموزش شيپ
 ريتصو ونيليم 4/1از  شيكه شامل ب ILSVRC ي داده مجموعه يرو بر

 ي كه در حوزه يا برجسته جيبا توجه به نتا. است دهياست، آموزش د
 شياز پ يها شبكه ريآن نسبت به سا يبرتر كرده،كسب  ريتصو ييشناسا

از  ينور انيجر ريتصاو توصيف. وضوح قابل مشاهده است به دهيد آموزش
. شود يانجام م يانيكاملاً متصل پا ي هيلا يها يژگيو استخراج قيطر

GoogLeNet نورون است 1024 يدارا هيلا نيدر ا.  
 های اصلی تحليل مؤلفه ۴-٣

ها،  منظور كاهش ابعاد آن پس از توصيف تصاوير جريان نوري، به
براي اين . ها انجام شد بر روي داده (PCA) هاي اصلي تحليل مؤلفه

هاي مختلف  هاي جريان نوري از ويديوهاي كلاس منظور، تمامي فريم
جا كه اين تصاوير تا حد زيادي به يكديگر شبيه  از آن. گردآوري شدند

طور مؤثري در فضاي ويژگي با ابعاد  ها را به تواند آن مي  PCAهستند، 
ي بين تعداد ابعاد و نسبت واريانس  رابطه. بسيار كمتر نمايش دهد

  طور  همان. نشان داده شده است 5در شكل  PCA شده در عمليات حفظ

  
 ريتصاو يبر رو PCA يحاصل از اجرا)  (PoV انسينسبت وار نيب ي رابطه  :5شكل 

 11UCF ي داده مجموعه يبرا ينور انيجر يها فيو تعداد ابعاد در توص ينور انيجر
  .خواهد بود 50با ، تعداد ابعاد برابر 8/0برابر با  PoVمقدار  ميبا تنظ. نشان داده شده است

  
درصد  90بعد، حدود  1024بعد از مجموع  200شود، با حفظ  كه ديده مي

عنوان  درصد از انرژي كل را به 80ما . شداز كل اطلاعات حفظ خواهد 
در   LSTM مان، يعني آموزش ي بعدي ي بهينه براي اجراي ايده نقطه

فضاي ويژگي را تنها  اين كار نه. زماني نسبتاً كوتاه، در نظر گرفتيم
بندها، از  مانند يادگيري طبقه سازد، بلكه فرآيندهاي بعدي كارآمدتر مي
  .كند تر مي را نيز بسيار ساده در اين پژوهش LSTM جمله آموزش

  تحليل پيچيدگی ۴-۴

كارگيريِ  ، به256 نهانلايه با اندازه  ايِ دو پشته LSTM براي يك
در تعداد  برابر 19/2حدود  وجب كاهشِبعد، م 50 هب PCA بعد با كاهش

 PCA بدون حالت به نسبت زماني گام هر محاسباتيپارامترها و هزينه 

  ).1در جدول  تنها PCA سطر( شود مي
بودن فضاي  دليل كوچك ، بهPCA هاي افزودنِ توجه كانالي بر ويژگي

افزايد و نقش  گام ميMACs/ به پارامترها و% 10/0ورودي، تنها حدود 
همچنين توجه . كند اثر را بدون سربار معنادار ايفا مي هاي كم فهپالايش مؤل

 در پارامترها و% 97/1با افزايش محدودLSTM   هاي زماني بر خروجي
دهي تطبيقي به لحظات اطلاعاتي  گام، امكان وزنMACs/ در  96/1%

پذيري منجر  آورد و معمولاً به بهبود دقت و تبيين توالي را فراهم مي
% 06/2 افزايش(ماند  تركيب هر دو توجه همچنان سبك باقي مي. شود مي
 به حالت بدون MACs و نسبت) تنها PCA گام نسبت بهMACs/ در

PCA  بنابراين كل سامانه از منظر  .كند حفظ ميبرابر  466/0را در حدود
كه كيفيت بازنمايي زماني  ماند، در حالي وزن باقي مي محاسباتي سبك

  .يابد مي بهبود توجه هاي مكانيزمواسطه  به
  LSTM  آموزش ۵-۴

ي  با اندازه انتشار خطا ، از الگوريتم پسLSTM ي براي آموزش شبكه
 نرخ يادگيري در. داده استفاده شده است براي هر دو مجموعه 50ي  دسته

كاهش 1دوره 20در نظر گرفته شده و اين مقدار در هر  001/0ابتدا برابر با 
 256برابر با  LSTM ي هاي حافظه براي هر دو لايه تعداد سلول. يابد مي

شده را به  هاي يادگرفته ي كاملاً متصل، ويژگي لايه. تنظيم شده است
نيز احتمال تعلق  softmax ي كند و لايه هاي مربوطه نگاشت مي برچسب

 .دهد به هر كلاس را خروجي مي

 

1. Epoch 
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با /بدون(مختلف  يها يربندكيو تعداد پارامترها در پ يمحاسبات نهيهز سهيقام  :1 جدول
PCA نسبت به حالت مبنا) يزمان/يو توجه كانال.  

  

تعداد    يكربنديپ
پارامتر Δ گام/MACs  پارامتر

(%)  
ΔMACs

(%)  
MACsنسبت 

به حالت مبنا 
 )PCAبدون (

PCA بدون 
)LSTM 000/1%+07/119%+78/118 1,837,0561,835,008)هيدو لا  

PCA تنها  
 (d  50 )  839,680 837,632  00/0%  00/0%  456/0  

 +PCA  
  457/0 %+10/0 %+10/0  838,432 840,538  يتوجه كانال

+ PCA  
  465/0 %+96/1 %+97/1  854,080 856,192  يتوجه زمان 

 +PCA  
 466/0 %+06/2 %+07/2  854,880 857,050  هر دو توجه

  
 ١١UCF ی داده نتايج روی مجموعه ۶-۴

با استفاده از طرح  11UCF ي داده شنهادي بر روي مجموعهروش پي
همانند پژوهش  Leave-One-Out-Cross-Validation اعتبارسنجي

بندي و مقايسه با ديگر  طبقه درستينتايج . اصلي ارزيابي شده است
طور كه مشخص  همان. گزارش شده است 2هاي پيشرفته در جدول  روش

  .ها داشته است نسبت به ساير روش است، روش پيشنهادي عملكرد بهتري
 jHMDB  ی داده نتايج روی مجموعه ۴-٧

بندي  ، ارزيابي بر اساس سه تقسيمjHMDB ي داده در مجموعه
اند، انجام  ي آموزش و آزمون كه در پژوهش اصلي پيشنهاد شده جداگانه

گيري از نتايج اين  عملكرد كلي روش پيشنهادي با ميانگين. گرفته است
بندي روش پيشنهادي و  طبقه درستي. دست آمده است بندي به مسه تقسي

  .گزارش شده است 3داده در جدول  ساير رويكردها براي اين مجموعه

  يريگ جهينت - 5
روش پيشنهادي اين مقاله بر استخراج الگوهاي بلندمدت از ويديوهاي 

كردن عناصر  هاي حركتي از طريق دنبال پويايي. حركتي تمركز دارد
. آيند دست مي مدت هستند به هاي كوتاه ري كه نمايانگر حركتنو جريان

ديده  آموزش نوري با يك شبكه عصبي كانولوشني پيش تصاوير جريان
دليل ابعاد بالاي بردارهاي توصيفي و امكان  شوند و به توصيف مي

. شود استفاده مي PCA بعد ها، از الگوريتم مؤثر كاهش بستگي ميان آن هم
كاناله شكل  زماني چند شده، يك سري دن بردارهاي حاصلراستا كر با هم
اي براي استخراج الگوهاي بلندمدت  لايه پشته دو LSTM گيرد و يك مي

زمان،  به منظور پالايش ورودي و تجميع آگاه به. شود بر آن آموزش داده مي
توجه كانالي پيش : وزن به سامانه افزوده شده است دو ماژول توجه سبك

صورت تطبيقي  را به PCA بعد حاصل از هاي كم مؤلفه كه LSTM از
دهي به  كه با وزن LSTM كند، و توجه زماني پس از دهي مي وزن
سازد و يك بردار  رسان را برجسته مي هاي زماني، لحظات اطلاع گام

وزني  اين طراحي ضمن حفظ سبك. كند بندي توليد مي منسجم براي طبقه
، تعداد پارامترها و هزينه 50به حدود  1024مدل، با كاهش ابعاد ورودي از 

دهد و در عين حال دقت را  طور معنادار كاهش مي محاسباتي هر گام را به
  پيچيدگي ارائه شده  شواهد عددي اين ادعا در تحليل .بخشد بهبود مي

  .11UCFمجموعه داده  يها رو روش ريبا سا يشنهاديروش پ يدرست سهيمقا :2 جدول
  

 درستي 
)انحراف معيار ±ين ميانگ(  

 روش

 ]26[ و همكاران  حسن %5/54

  ]15[ و همكارانليو  %2/71
  ]27[ و همكارانسينبيس  -ايكيزلر %2/75
  ]28[ مسيرهاي پرتراكم %2/84
  ]29[ (Soft Attention)  توجه نرم %9/84
  ]30[ و همكاران چو %0/88
%5/89 Snippets ]31[  
%2/89 LSTM  دومسيره (conv-L) ]23[  
%7/93 LSTM  دومسيره (fc-L) ]23[  
%2/94 LSTM  دومسيره (fu-1) ]23[  
%6/94 LSTM  دومسيره (fu-2) ]23[  
  ]32[ و همكاران علي %7/95

  روش پيشنهادي بدون توجه كانالي و زماني %5/0±8/95

  روش پيشنهادي با توجه كانالي  %4/0±8/95

  روش پيشنهادي با توجه زماني  %3/0±7/96

  روش پيشنهادي با توجه كانالي و زماني %3/0±7/96

  
  .jHMDBمجموعه داده  يها رو روش ريبا سا يشنهاديروش پ يدرست سهيمقا: 3جدول 

  

 درستي 
)انحراف معيار ±ميانگين (  

 روش

%5/54 LSTM   دومسيره(conv-L) ]23[  
  ]32[ و همكاران علي %2/71
%2/75 Gd,  33[ و همكاران[  
  ]34[ و همكاران وكساريگي %2/84
  ]35[ و همكاران پنگ %9/84
%0/88 LSTM   دومسيره(fc-L) ]23[  
%5/89 LSTM   دومسيره(fu-1) ]23[  
  ]36[ و همكارانژوانگ  %2/89
  ]37[ و همكاران پنگ %7/93
%2/94 LSTM   دومسيره(fu-2) ]23[  

روش پيشنهادي بدون توجه كانالي و  %3/0±8/95
  روش پيشنهادي با توجه كانالي  %4/0±9/95
  روش پيشنهادي با توجه زماني  %3/0±3/96
  روش پيشنهادي با توجه كانالي و زماني  %2/0±3/96

 

نشان  jHMDB و 11UCF داده عمومي ارزيابي بر روي دو مجموعه. است
هاي پيشرفته موجود به  دهد كه روش پيشنهادي در مقايسه با روش مي

  .يابد مينتايج برتر دست 
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را از  كيبرق الكترون يمهندس يمدرك كارشناس 1369در سال  ياصل يهمدون عباس
خود را در مقطع  لاتيتحص يو. نمود افتيدر يوسط نيرالديخواجه نص يدانشگاه صنعت

 1403برق قدرت در دانشگاه تهران ادامه داد و سپس در سال  يارشد مهندس يكارشناس
. ديهمدان گرد نايس يبرق از دانشگاه بوعل يدر رشته مهندس يموفق به اخذ درجه دكتر

جهاد  يموزش عالدر مؤسسه آ يعلم أتيعنوان عضو ه تاكنون به 1383برده از سال  نام
شامل  شانيمورد علاقه ا يپژوهش يها نهيزم. مشغول است تيهمدان به فعال يدانشگاه

 يمهندسدر  يمحاسبات يها و كاربرد روش يساز نهيقدرت، پخش بار، به يها ستميس
  .باشد يبرق م

  
از  1380محض در سال  اتياضيخود را در رشته ر يمدرك كارشناس يدانيجاو مايش

خود را در مقطع  لاتيكرد و در همان دانشگاه تحص افتيهمدان در نايس يعلدانشگاه بو
 أتيعنوان عضو ه به 1385از سال  يو. رساند انيارشد در همان رشته به پا يكارشناس

و پژوهش مشغول  سيهمدان به تدر يشگاهجهاد دان يدر مؤسسه آموزش عال يعلم
محاسبات نرم و  ،يجبر خطشامل  شانيمورد علاقه ا يقاتيتحق يها حوزه. است

  .باشد يو علوم داده م يدر هوش مصنوع ياضير يكاربردها
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 يرا از دانشگاه صنعت وتريكامپ يمهندس يمدرك كارشناس 1394در سال  يدانيجاو يعل
هوش  شيگرا وتريكامپ يارشد مهندس يكارشناس 1397نمود و در سال  افتياصفهان در

 اريعنوان دست به 1398در سال  يو. خذ كردا يبهشت ديرا از دانشگاه شه يمصنوع
موفق  1404پرداخت و سپس در سال  يعلم تيعالكانادا به ف نزييدر دانشگاه كو يپژوهش
از دانشگاه  يهوش مصنوع شيگرا وتريكامپ يمهندس يتخصص يدرجه دكتر افتيبه در

 يريادگيو  نيماش يريادگيشامل  شانيمورد علاقه ا يپژوهش يها نهيزم. ديتهران گرد
در  اكنون مه يو. است ها ييبازنما يخودنظارت يريادگيو  ويديو و ريپردازش تصو ق،يعم

  .دارد تيهمدان فعال نايس يدانشگاه بوعل
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